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Why Al? What can it do for Science?




Data Analytics via Supervised Deep Learning

Classification Instance
+ Localization

Classification Object Detection

Segmentation
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Extending image-based methods to complex, 3D, scientific data sets is non-trivial!
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Big Data, Big Model, and Big Iron

Ground Truth Extreme Weather
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 Deep learning results are smoother than heuristic labels
 Achieved over 1 EF peak on OLCF Summit: Gordon Bell Prize in 2018

Integrated Water Vapor kg m~2
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Graph NNs to Classify Neutrinos

* Apply graph convolutions to irregular, 3D detector grid

* Increase sensitivity of IceCube detector: 6.3x more events

* And improve Signal-to-Noise ratio by 3x

IceCube Lab
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86 strings including DeepCore
5160 optical sensors

DeepCore

8 strings optimized for lower energies +
7 standard central strings

480 + 420 optical sensors

Eiffel Tower
324 m

2820 m

U.S. DEPARTMENT OF Ofﬁce of
e EN ERGY Science

optical sensor

Contributors: Nick Choma, Joan Bruna, Federico Monti, Michael Bronstein, Spencer
Klein, Tomasz Palczewski, Lisa Gerharat, Wahid Bhimji and IceCube collaboration
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Light deposition for
muons bundles

17" IEEE International Conference on Machine Learning and Applications
9IEEE December 17-20, 2018, Orlando, FL, USA AMLA

BEST PAPER AWARD

Graph Neural Networks for IceCube Signal Classification
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Materials Genome Initiative:
generating data for learning

Experimental
Tools

Digital
Data

Materials Innovation
Infrastructure

Tensor field networks with 3D translation-

Rotated image CNN filter output and 3D rotation-equivariance
u.s. DEPARTMENTOF | Office of Washington DC Town Hall
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How to build next generation instruments and
simulations with Al in mind?
(Smaller, faster, cheaper?)

Can we use existing data sets for new discoveries?

How will Al methods change?

Office of
Science
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Generative Adversarial Neural Nets make “Everybody Dance Now”
Caroline Chan, Shiry Ginosar, Tinghui Zhou, Alexei A. Efros, UC Berkeley
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What scientific data sets can Al create?
(Test instruments, evaluate theories, approximate expensive
simulations and experiments)

What level of confidence will we need in Al?
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RL to control complex systems !iﬁ trafﬂch .
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How can Al navigate complex spaces?
(Optimize energy systems, IT systems, find best path through
space of experiments)

How do the systems need to change to support
automation?

Office of
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Boston Dynamics



Boston Dynamics




Robotics and preC|5|on control in science

Nanoparticle Robot at the Molecular Foundry ' Robot a YBIS beamline at ALS
u.s. DEPARTMENTOF | Office of _ Washington DC Town Hall
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How will robotics and automation transform user
facilities?
(Lab in the cloud, remote access, higher throughput)

How will Al-trained robots enable new instruments?
(Particle accelerators, fusion, etc.)

What level of confidence will we need in Al?

Office of
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Extracting signals from noisy data: “Visual Microphone”
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A speed video'

gal video playing here)




Finding Structure in Sparse, Noisy Data

First Image of a Black Hole Retinoblastoma Protein New protein clusters



Where can Al find smaller signals in noisier data?

How can Al learn physically realistic models and
design processes?
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How can Al help?

Data Inverse
problems

Analytics

Classification Model

reconstruction

Regression
Parameter
estimation
Clustering

Dimensionality Denoising
Reduction

.S. DEPARTMENT OF Office of
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Surrogate
models

Approximate
expensive
simulations

Approximate
experiments

Fill in missing
models in
simulations

Design and
control

Optimize design of
experiments

Control
instruments

Navigate state
spaces

Learn from sparse
rewards

Washington DC Town Hall
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A Vision for the Future of Al in Science
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Al for Science Vision: 2020 =2030

* Al will enable us to attack new problems
* Al becomes equal partners to modeling and simulation and data analysis

* Al will enable experimentalists to harness the power of Exascale
computing

* Al will power automated laboratories and change the nature of
experimental science

* Al will need new computing architectures, new software environments,
new policies and create new user communities and new ways of
dissemination

* Al will improve how DOE laboratories operate and how work is done

EEEEEEEEEEEE Office of VVdIIITIGLUI UL 1UWII I'Id"
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Learn predlctlve models from datf
deep mechanistic ufiderstanding

Example predicting materials and chemlstry propert/es

7 J

Learn approximate solutions to inverse problemswhere we have
data and models are not available or are inefficient

Example: phase retrieval in coherent x-ray imaging

Generate large collections of synthetic data that models real data
Example: synthetic sky in cosmology



In Ten Years...

* Learned Models Begin to Replace Data
* queryable, portable, pluggable, chainable, secure

* Experimental Discovery Processes Dramatically Refactored
* models replace experiments, experiments improve models

* Many Questions Pursued Semi-Autonomously at Scale
 searching for materials, molecules and pathways, new physics

* Simulation and Al Approaches Merge
* deep integration of ML, numerical simulation and UQ

 Theory Becomes Data for Next Generation Al
* Al begins to contribute to advancing theory

* Al Becomes Common Part of Scientific Laboratory Activities

* Infuses scientific, engineering and operations

U.5. DEPARTMENT OF Office of Washington DC Town Hall
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Al Driven Autonomous Laboratory Cluster

Polymer
Design
Genetically
E”er$V Engineered
Materials Materials
Common Al/ML
Methods
Data and Computing
Infrastructure
Protein Additive
Design Manufacturing
Organism

Design
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Data Preparation

Training Inference
Batch Normallzat‘lon Ensembles Source — Target Pairs
Data Augmentation

Outlier Removal D in Adaptati Drug Combinations
Scaling/Quantization S H )
Concordance Processing Confidence Scoring
Cross-validation

Model DiSCOVErv Transfer Learning
Residual Networks

Outputs
W) Accuracy / K-rank / R?
Convolution : :
Multitask Networks Factorial Design Feature importance
Population Based HPO

Learning Curves Performance Analysis

Layered workflow combining Al, HPC and HTS

) -{ ML Property Prediction Pipeline }—- UQ Scoring
Filter and
Candidates Optimization
ML '—{ ML Generator of Candidates |'7
O _
'—{ Simulation: Estimation of Properties |.7 .
Update ML LACW{E
earning
Models Prioritizati
-—{ Experiment: Estimation of Properties [* rioritization

I:l Pure ML “constant time” (fast loop)

Mixed/Variable time (slow loop)

Washington DC Town Hall
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Connecting HPC and Al

In addition to partnerships in Al applications, there are considerable opportunities
in foundational methods development, software and software infrastructure for Al
workflows and advanced hardware architectures for Al, below we highlight some
ideas in the HPC + Al space

* Steering of simulations

* Embedding ML to simulation methods

* Customized computational kernels

* Tuning applications parameters

* Generative models to compare with simulation

Generative Models

Projection of Junction Tree autoencoder space

Learned Function Accelerators

@1fa(model="ML1

def
lSur
d

a

 Student (Al) Teacher (Sim) models =learned functions

* Guided search through parameter spaces
* Hybrid architectures HPC + Neuromorphic
* Many, many more
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The Landscape of Al Research and Applications
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Al: a fundamental shift in the economic and military landscape

* Executive Order brings focus to national strategy

and government engagement Secretary Perry Stands Up
) Office for Artificial
* Industry focuses on developing Al-based products Intelligence and Technology
for business, especially social, financial, health This action has been taken as part
and secu rity of the President’s call for a

national Al strategy.

e Universities focus on basic research and education

* DOE has a unique role

* Mission-driven development and application

of Al/ML, i.e., innovation in, for example
SEPTEMBER 6, 2019

* Science
* Energy
. . (3) VIEW ARTICLE
* National security
* Build on its HPC mission Vision: Transform DOE into a world-leading Al
* Large-scale scientific data for research enterprise by accelerating the research,

« Talent development development, delivery, and adoption of Al.

u.s. DEPARTMENT OF | Office of Washington DC Town Hall
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Observations on the international Al landscape

Relative ranking of US, EU and China

Of the 35 countries that have Al strategies, only three stand out,

the U.S., the E.U. and China. S Y S P p— )
e The U.S. 1Talent
* Leads in research, development and talent (education) Hardware Resarch
* Based on historical investments in education, laboratories and the
business environment Data P<doiclopment
¢ Chlna Adoption

* Leads in overall adoption of Al and the collection and use of data
* Is investing heavily
* Quality and development is

increasing rapidly 2 M‘\-’"‘/\" = US e ChiNg e EU
« The E.U. L5 Relsearcher...

Field-weighted Citation Index Trends Research metrics (normalized)

* Has the most researchers 1 Ventur Number of...
* Does not translate this into M O
innovation effectively ‘ R&D Quality...
; 1998 2001 2004 2007 2010 2013 2016 Degrees™ op...

~e—China Ell o=l 5
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The Al/ML Research Landscape (Measured by Publications

Growth of annually published papers by topic (1996-2017)

Source: Scopus
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The Business Landscape Y — ~

* Business must incorporate Al
* The “Big 9” dominate, but don’t discount traditional business | ,
e S$7.4B in start-up investments in 488 deals in 2019/Q2
(over $12B in the past 6 months) "
* S803M in “Al for cybersecurity” VC in last six months e AR

* Barriers to insertion \_ Y,
* Understanding: 37% of executive feel their employees
\| startups (LS, January 1.\3_95 - January 2018) \

understand the importance of data LoTTT—
* Trust: T i
* 49% of U.S. consumers would trust Al-generated advice for retail,
* 38% would trust Al-generated advice for hospitality, while only

* 20% would trust Al-generated advice for healthcare and 1

* 19% for financial services T N —

* Example: 33% of US and 85% of Chinese healthcare professionals
have implemented Al into their practice, compared to a \ e /
5-country average of 46%. st

* Need a consistent approach to regulatory (data and sensitive technologies)

u.s. DEPARTMENT OF | Office of Washington DC Town Hall
@ENERGY Science October 22-23




DOE is building on a record of success delivering HPC capabilities

Pre-exascale systems First exascale systems
2012 2016 2018 2020 2021-2023

FRONTIER
ORNL ORNL
ORNI‘ Cray/AMD

Cray/NVIDIA

- |
Croy/ln’rel Xeon/KNL Cray/AMD/NVIDIA
Dramatically increasing Al/ML capabilities

DOE NNSA ASC Computing

; CROES‘EOADS
IBM BG/Q LANL/SNL LLNL LANL/SNL
A CrQy/In’reI Xeon/KNL IBM/NVIDIA TBD Washington DC Town Hall

ENER Science October 22-23



Why Are We Here?

Exascale Town Halls in 2007

Modeling and
* Led to many other workshops (>10) g;r::;tlf?oft the
* ASCAC engagement Energy and the

Environment

NSCI

* And the Exascale Computing Initiative
e ECP: Exascale Computing Project
* Exascale systems
* Application efforts across DOE

* |deas for the next big thing, complementing
exascale

* 4 Town Halls organized by the Labs
* 4% s in DC, October 22-23

@ w4
i A : Washington DC Town Hall
Office of
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The Al for Science Town Halls so far

* Over 1000 registrations across 4 Town Halls

ANL 357
ORNL 330
LBNL 349 +100 online
DC 273 +7?
Totals 1309

* All 17 DOE National Laboratories
* 39 Companies from large and small

e Over 90 different universities
* 6 DOE/SC Offices + EERE and NNSA

Office of Washington DC Town Hall

a ENERGY Science October 22-23



The Al for Science Town Halls so far
Oak Ridge
)

Cosmology Materials Climate Microscopy Manufacturing Health

Salman Habib lan Foster Rao Kotamarthi Sergei Kalinin Tom Kurfess Gina Tourassi

Astrophysics User Facilities Biology
@ U.S. DEPARTMENT OF Office of JOSh Bloom James Sethian Ben Brown WaShington DC Town Ha"
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Breakouts and Subtopics

Energy T Earth _Biological IT Energy J TComputing‘
e

Sciences Sciences | Sciences | chnologie Sciences

THigh Energy TNucIear ‘

‘ Fusion

Physics | Physics | | ‘

Materials and . Engineering and Al for

Cosmology and .
&Y Particle Feature Chemistry Environmental Manufacturing hardware /
Identification Tracking Modeling

Climate & Biology

Astrophysics
Carbon

software
Smart

Particle Steering Photon/Neutron Subsurface Grid/Urban Al for

Tracking Science Syn Biology networks /

Design and Wind and Solar .
computing

Control Control EIectron o
Health - facilities

Particle Physics Imaging

Accelerator

Design and
Control

Foundations |

u.s. DEPARTMENTOF | Office of Washington DC Town Hall
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Al Hardware Technology and Industry
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Deep Learning Needs High Performance Computing

AlexNet to AlphaGo Zero: A 300,000x Increase in Compute
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ExaFLOPs for one Day * AlphaGo Zero

® AlexNet
e Dropout

2013

e AlphaZero

o Neural Machine Translation
e Neural Architecture Search

e Xception ¢ TI7 Dota 1vi

VGG e DeepSpeech2
®Seq2Seq e ResNets
® GoogleNet

®Visualizing and Understanding Conv Nets

eDQN

2014 2015 2016 2017 2018 2019
vear Nashington DC Town Hall
October 22-23



Specialized hardware is emerging that will be
10x — 100x the performance of
general purpose CPU and GPU designs for Al

US VCs investing >$4B in startups
for Al acceleration

Which platforms will be good for science?

EEEEEEEEEEEE Office of Washington DC Town Hall

@ ENERGY o October 2223



Tech Giants/Systems IC Vender/Fabless
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Al Across Governir
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Development and Application of Al

Critical For All Government Agencies/ - \

nnnnnnnnnnnnnnn

e Executive Order on Al -

Executive Order on Maintaining American Leadership
in Artificial Intelligence

Policy Statement: Artificial Intelligence (Al)
promises to drive growth of the United
States economy, enhance our economic and
national security, and improve our quality of
life.

... leadership requires a concerted effort to
promote advancements in technology and
innovation, while protecting American
technology, economic and national security,
civil liberties, privacy, and American values
and enhancing international and industry
collaboration with foreign partners and allies.

* Supported by multiple agency strategies and programs

u.s. DEPARTMENT OF | Office of Washington DC Town Hall
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DOE builds on historical missions and touches all areas

* The U.S. Al strategy includes

1. Long-term investment in research
Effective methods for human-Al collaboration
Address ethical, legal and social implications
Ensure the safety and security of Al Systems
Develop shared datasets and environments
Standards and benchmarks
Understand the Al workforce

8. Expand public-private partnerships
* DOE will play a key role in Al for science and

engineering

* Al Technology office

* Research and talent development

* Data to support science and engineering research

N YA W
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DOE research challenges touch all areas of Al

.

* Experimental design  * Physics informed * Algorithms, « Uncertainty * Edge computing
« Data curation and R T e complexity and quantification * Compression
ta cL ) convergence o : .
validation learning < of * Explainability and * Online learning
; * Levels o i ili
* Compressed * Adversarial se=lleliEiten Jeprsiia £ * Federated learning
i networks P o
Seming i isi " Validation and * Infrastructure
* Facilities operation ~ * Representation ) ‘_':/Iri':ﬁg]g:iic's'on verification
and control learning and multi- siGausalinfarencs < Augmented
modal data « Communication intelligence
* “Foundational * Implementations * Human-computer
math” of learning on accelerated- interface
u.s. DEPARTMENT OF | Office of node hardware Washington DC Town Hall
% ENERGY science October 22-23



Al Revolution
* Learned Models Replace Data

* Experimental Discovery Refactored

* Questions Pursued Semi-Autonomously
* Simulation and Al Merge

* Theory Becomes Data

e Al Laboratories

-49-



