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Some Background: Wish List

- Fine-Grained Access
- Bandwidth
- Capacity
- Low Power
- Nonvolatility

* Things we did and/or are doing now (I’ll cover in talk)

- DRAM - HBM/HMC*
- Flash, 3DXP, RRAM, PCM, etc - NVMM*
- HBNV*
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Major implications for OS* & apps

* Things we did and/or are doing now (I’ll cover in talk)
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HMC Die

1Gb Partition, with internal banks

Source: Micron
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4x16 Crossbar Switch
HMC Performance

Execution can be several times faster than DDR3-1600
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High Bandwidth Memory

Uses a simple ‘2.5D’ instead of full 3D stacking

1024-bit x 1Gtps = 128GB/sec

TSV Interposer

HBM DRAMs

HBM Interface

1024-bit 8-Channel Wide Interface

TSV Stack
Up to 4 or 8 DRAM dies

GPU/CPU

1024-bit 8-Channel Wide Interface

m

m
High Bandwidth Memory

Each Link is 128 Bits Wide: \textit{1024 Total}
### Non-Volatile Main Memory

<table>
<thead>
<tr>
<th>Technology</th>
<th>Cost for 10 GB</th>
<th>Size of 10 GB</th>
<th>Power for 10 GB</th>
<th>Power per GB/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Off-Chip SRAM</td>
<td>$1,000</td>
<td>1 bucket</td>
<td>0.1–1 W</td>
<td>0.1 W</td>
</tr>
<tr>
<td>DDR4 SDRAM</td>
<td>$100</td>
<td>1 DIMM</td>
<td>1 W</td>
<td>0.1 W</td>
</tr>
<tr>
<td>NAND Flash</td>
<td>$10</td>
<td>&lt;1 chip</td>
<td>0</td>
<td>0.1 W (?)</td>
</tr>
<tr>
<td>3D XPoint</td>
<td>$40</td>
<td>&lt;1 chip</td>
<td>0</td>
<td>0.1 W (?)</td>
</tr>
</tbody>
</table>

*Note:* wear-out mitigated by using MANY devices (thousands). A single device would wear out in under two days; therefore, 1000 devices should last for at least a year.

Next, you can trade off longevity for access time and wearout: if the data need only last hours or minutes, wearout is reduced.
A Comparative Example

- **SSD**
  - 1 TB NAND Flash PCIe SSD (I/O)
  - 32 GB DDRx SDRAM
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- **NVMM**
  - 1 TB NAND Flash Main Memory
  - 32 GB SDRAM
  - 8MB SRAM
  - 1 TB NAND Flash Main Memory
  - 32 GB SDRAM
  - 8MB SRAM
  - 1 TB NAND Flash Main Memory
  - 32 GB SDRAM
  - 8MB SRAM
  - Cost: $500 – 10s of W

- **Ideal**
  - 1 TB DDRx SDRAM Main Memory
  - 32 GB SDRAM
  - 8MB SRAM
  - 1 TB DDRx SDRAM Main Memory
  - 32 GB SDRAM
  - 8MB SRAM
  - 1 TB DDRx SDRAM Main Memory
  - 32 GB SDRAM
  - 8MB SRAM
  - Cost: $10,000 – 100W
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**NVMM Performance**

"Ideal"

Normalized Performance

<table>
<thead>
<tr>
<th></th>
<th>GUPS</th>
<th>DD Read</th>
<th>DD Write</th>
<th>Mmap</th>
<th>Pnum</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSD - SLC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NVMM - SLC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSD - MLC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NVMM - MLC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This is when we realized how good Linux is at prefetching out of SSDs
High Bandwidth Non Volatiles

The problem: You want 1TB @ 320 GB/s

<table>
<thead>
<tr>
<th>Pure DRAM</th>
<th>Pure NAND Flash</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 HMCs</td>
<td>400 ONFI-4 flash chips*</td>
</tr>
<tr>
<td>1TB</td>
<td>300 TB</td>
</tr>
<tr>
<td>20,000 GB/s</td>
<td>320 GB/s*</td>
</tr>
<tr>
<td>100 W static power</td>
<td>0 W static power</td>
</tr>
<tr>
<td>128-byte granularity</td>
<td>16,000-byte granularity</td>
</tr>
</tbody>
</table>

* on a 3200-pin parallel bus
High Bandwidth Non Volatiles

Borrow page from HMC playbook

Network Fabric

MC MC MC MC MC MC...

NV RRAM: up to 1000ns expected*

*trade-offs?
High Bandwidth Non Volatiles

First-order concurrency requirements:

<table>
<thead>
<tr>
<th>bytes</th>
<th>sec</th>
<th>access</th>
<th>byte</th>
</tr>
</thead>
<tbody>
<tr>
<td>320 GB</td>
<td>1000 ns</td>
<td>access</td>
<td>32 B</td>
</tr>
<tr>
<td>320 GB</td>
<td>1000 ns</td>
<td>access</td>
<td>256 B</td>
</tr>
<tr>
<td>160 GB</td>
<td>500 ns</td>
<td>access</td>
<td>128 B</td>
</tr>
</tbody>
</table>

320 GB/sec = 10K

320 GB/sec = 1250

160 GB/sec = 625
So what all does this enable?

**HBM/HMC**: hugely parallel systems (the duality of bandwidth and parallelism), streaming applications, 2x performance

**NVMM**: massive data sets, new OS paradigms such as merged VM+FS and journaled main memory (built-in checkpoint/restart)

**HBNV**: fine-grained operations on enormous sparse data sets
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**HBM/HMC**: hugely parallel systems (the duality of bandwidth and parallelism), streaming applications, 2x performance

**NVMM**: massive data sets, new OS paradigms such as merged VM+FS and journaled main memory (built-in checkpoint/restart)

**HBNV**: fine-grained operations on enormous sparse data sets

For example …
**Application Area: SpGEMM**

**a.** Segmented Graph Database

**b.** SpGEMM of NxN matrices (row-row version)

A: Left Input

B: Right Input

C: Output

```
\[ \begin{pmatrix}
    i \\
    u \\
    v \\
    w \\
    j \\
    l \\
    k \\
    m
\end{pmatrix} \times
\begin{pmatrix}
    \cdot \\
    \cdot \\
    \cdot \\
    \cdot \\
    \cdot \\
    \cdot \\
    \cdot \\
    \cdot
\end{pmatrix}
= \\
\begin{pmatrix}
    u \\
    v \\
    w \\
    j \\
    l \\
    k \\
    m
\end{pmatrix}
```

Compressed Sparse Row (CSR) data format:

- **rows**
- **cols**
- **data**

**Memory Requirements:**

- TB/s bandwidth
- TB-scale capacity
- Fine-grained access
- Low power
Connected Components

Goal: label all nodes in connected component w unique ID

Awerbuch-Shiloach algorithm \( O((n+m)\log(n)) \)

Original Graph  Ordered Edges  Shortcuts  Hooking  Shortcuts

Vector w AVX-512, 8-way masked scatter-gather: inner loop 20 instrs w 7.4 traversed edges per iteration per thread

**DRAM Memory System**
(320 GB/s, 55ns latency, 128-byte blocks)

Achieves 2.5 GTEPS (~100W)

**ReRAM Memory System**
(16K-way mem parallelism, 700ns latency, 8-byte blocks)

Achieves 23.4 GTEPS (10–100W)
Nonvolatility Issues
Unified VM+FS Subsystems (OS redesign)

- By default, data in process address space temporary, garbage-collected at exit(); 
  permanentify function to keep around

- Possible directions:
  - Persistent objects (e.g. Mneme, POMS) [failed only due to reliance on disk]
  - Named regions
- Journaled main memory w/ checkpointing
Capacity Issues

Rethink Protection & Translation

- TLB overhead is ~20%
  - So get rid of it already!
  - BUT: need protection, authentication

- Why not waste bits? Simplify both sharing and translation by eliminating much of VM

- OS/HW co-design needed: e.g., sharing via vaddr instead of paddr, language support? Might make MPI less painful?
Recap Regarding Software

**Bandwidth** gives you $2x$ right off the bat

NVMM: $5x$ performance hit vs DRAM for a $100–1000x$ increase in capacity

- $10–100$ TB main memory for $1$-U server
  (really large data sets become realistic)

**Nonvolatility** opens up many questions:

- Redesign VM+FS subsystems
- Journaled main memory (e.g. thru flash)
- Persistent objects (Mneme, POMS, etc)
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