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Workflows 101
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Definitions

• Workflow: Sequencing and orchestrating operations, along with the attendant tasks of, for example, 
moving data between workflow processing stages.

• Workflow management systems: Aiding in the automation and capture the provenance of these 
processes, freeing the scientist from the details of the process.
• Manage the execution of constituent tasks 
• Manage the information exchanged between them
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• Directed graph of tasks and communication

• Graph nodes are the tasks

• Graph links are the communication

• Graph does not have to be acyclic

• “Large tasks” (programs), not “small tasks” 
(threads)

• Nodes and links can be parallel
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In Situ (IS) and Distributed Area (DA)

• In Situ (IS): Within an HPC system (synonyms: in situ, in transit, coprocessing, run-time, online)
• Distributed Area (DA): Across systems, potentially geographically distributed
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Examples
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Cosmology: HPC Simulation

• Computational workflow is one 
small part of a complete 
cosmology campaign

• Converts dark matter particles 
to an unstructured mesh

• Converts an unstructured mesh 
to a regular grid

• Computes statistics over the grid 
and visualizes the results
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Materials Science: Simulation + Experiment

7
Ulvestad et al.: In-situ 3D Imaging of Catalysis Induced Strain in Gold Nanoparticles. Physical Chemistry Letters, 2016.

Science workflow for the 
comparison of a molecular 
dynamics simulation with a 
high-energy X-ray microscopy 
of the same material system 
includes three interrelated in 
situ and distributed area 
experimental workflows.
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Bioinformatics: High Throughput + Cloud
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Courtesy Folker Meyer

High-throughput 
workflows often 
feature many small 
tasks, web services, 
cloud architectures, 
and big data tools.



The Workshop
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Mission

Develop requirements for workflow methods and tools in a combined IS and DA 
environment to enable science applications to better manage their end-to-end data flow.

Objectives
• Identify the workflows of representative science use cases in IS and DA settings
• Understand the state of the art in existing workflow technologies, including creation, 
execution, provenance, (re)usability, and reproducibility
• Address emerging hardware and software trends, both in centralized and distributed 
environments, as they relate to workflows
• Bridge the gap between IS and DA workflows



Findings and Research Priorities Related to SSIO

• Applications: Lagging I/O bandwidth motivates in situ workflows
• Hardware: New storage technology, heterogeneity, hierarchy
• System software: Provisioning storage resources and services as first-class citizens
• Dataflow: Storage for communication
• Provenance: Fast storage and retrieval of log data (e.g., performance profiles)

• Validation: Predicting performance and validate results (e.g., storage systems)



Report
http://science.energy.gov/~/media/ascr/pdf/programdocuments/docs/workflows_final_report.pdf
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Journal paper

Ewa Deelman, Tom Peterka, Ilkay Altintas, Christopher Carothers, Kerstin Kleese van Dam, 
Kenneth Moreland, Manish Parashar, Lavanya Ramakrishnan, Michela Taufer, Jeffrey Vetter: The 
Future of Scientific Workflows. International Journal of High Performance Computing 
Applications, 2017.
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