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Computing Resources

Production 07/01/2017

Mira IBM BG/Q

49,152 nodes

786,432 cores

768 TiB RAM

Peak flop rate: 10 PF

Cetus IBM BG/Q

4,096 nodes

65,536 cores

64 TiB RAM

Peak flop rate: 836 TF

Iota Intel/Cray XC40

44 nodes

2,816 cores

8.9 TiB RAM

Peak flop rate: 117 TF

Cooley Cray/NVIDIA

126 nodes

1512 Intel Haswell CPU cores

126 NVIDIA Tesla K80 GPUs

48 TB RAM / 3 TB GPU 

Storage Capability
Disk
• Mira: ~27 PB of GPFS file system capacity 

with performance of 240 GB/s on the 

largest file system (19PB).

• Theta: ~18 PB of GPFS/Lustre file system 

capacity; 9PB is GPFS and 9.2PB is Lustre.

Theta Cray XC40

4,392 nodes

281,088 cores

892 TiB RAM

Peak flop rate: 11.69 PF

Features Intel 

processors and 

interconnect technology, 

a new memory 

architecture, and a 

Lustre-based parallel 

filesystem – all 

integrated by Cray’s 

HPC software stack

Theta – ALCF’s newest 
production system

Tape
• The ALCF has three 10,000-slot libraries 

using LTO 6 tape technology. The LTO tape 

drives have built-in hardware compression 

for an effective capacity of 36-60 PB.
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Storage Resources
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The Future
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ALCF Data Science Program

§ “Big Data” science that 
require the scale and 
performance of leadership 
computing

§ Projects cover a wide variety 
of application domains that 
span computational, 
experimental and 
observational sciences

§ Focus on data science techniques including but not limited to statistics, 
machine learning, deep learning, Uncertainty Quantification, image 
processing, graph analytics, complex and interactive workflows

https://www.alcf.anl.gov/alcf-data-science-program
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Realistic Simulations of the LSST Survey at Scale
§ PI: Katrin Heitmann, Argonne National 

Laboratory. 70M core hours
§ Objectives: Development & execution of 

end-to-end  workflow starting from 
simulation to the creation of sky maps 
with realistic galaxies. 

§ Impact:  Deliver largest & most detailed 
synthetic sky maps ever created ready for 
the first data from LSST.

§ Approach: Create a virtual survey with 
images almost indistinguishable from real 
LSST observations, develop an end-to-end 
pipeline for LSST data processing and 
analysis on ALCF supercomputers 

ADSP
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New Services

§ Jupyter Lab
§ Mounts main GPFS and Lustre file systems
§ Can launch jobs / interface HPC resources
§ https://jupyter.alcf.anl.gov

§ Petrel
§ Data sharing for scientists
§ https://petrel.alcf.anl.gov
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Petrel

§ Implementation of the modern research data 

portal design

§ Data management and sharing portal

§ Exists outside internal ALCF security domain

§ More flexible security model allowing sharing 

of data outside traditional project boundaries

§ Uses Globus with REST APIs to enable 

transfers

PDSW-DISCS 2017, November 2017, Denver, Colorado USA W. Allcock et al.

Other ANLOther DCOther ALCF

ANL Border Router

Data Center RouterALCF Core Router

2 x 40GbE LAG 2 x 40GbE LAG

100 GbE

100 GbE

Internet

100 GbE

Data Transfer Node x 4 Data Transfer Node x 4
1 x 40 GbE each 1 x 40 GbE each

1 x FDR10 IB each 1 x FDR10 IB each

4 x FDR10 IB each 4 x FDR10 IB each

Vesta

Figure 1: Petrel architecture, as described in the text. The
NSD servers are at the top, with the DTNs are below them.
The remainder of the �gure shows how Petrel is connected
to ALCF, other data center, and remote networks.

portal implementations can use simple REST API calls to manage
data access.

Petrel is designed to support the deployment and operation of in-
stances of this MRDP design pattern and other similar applications
that need to manage data movement through a highly connected,
high-speed data store. It provides a user-oriented, collaborative
storage model in which users manage their own isolated storage
allocations including not only data organization but also dynamic
sharing of �les and directories within the allocation without re-
quiring local user accounts. A central characteristic is its support
for API access, which allows sophisticated behaviors to be imple-
mented with modest amounts of programming. In the following,
we �rst describe the Petrel hardware and then the use of Globus
services for managing access, data transfers, and data sharing.

2.1 The Petrel Data Store and DTNs
The Petrel system comprises a parallel �le system running the IBM
General Parallel File System (GPFS) [31], plus eight associated data
transfer nodes (DTNs) [15] for remote access. This hardware is
con�gured to operate as a Science DMZ, meaning that it is directly
accessible from external networks without intervening �rewalls.

The Petrel data store currently comprises a single IBM Elastic
Storage Server (ESS) GL6. This device is con�gured with two IBM
S822L Power8 based servers as IBM GPFS Network Shared Disk
(NSD) servers, and one IBM S812L as a management and provision-
ing server. Each NSD server is connected with 4⇥FDR10 connec-
tions to the same fabric as the DTNs. Petrel includes six disk trays
with a total of 348 6TB SAS HDDs. Con�gured with 8+2 parity and
3 drives worth of hot spare space, Petrel provided a usable capacity
of 1.7P, and was benchmarked via IOR at a maximum write rate of
16,563 MiB/sec (17,368 MB/sec) and maximum read rate of 23,111
MiB/sec (24,233 MB/sec).

Each of the eight Petrel DTNs has a single Mellanox ConnectX-4
40GbE NIC, a single Mellanox Connect-IB HBA (running at QDR),
64GB RAM (⇠42GB dedicated to GPFS), and a single socket Intel
E5-1660 v3 8c @ 3.00GHz CPU. Both Mellanox cards sit on PCIe
3.0 x16 buses.

The eight Petrel DTNs are connected to two core Mellanox
SX1710 36-port 40GbE switches maintained within Argonne’s Joint
Laboratory for Systems Evaluation (JLSE). The Petrel DTNs are split
across the two switches, each connected with 1⇥40GbE. Each of the
two 40GbE core switches has a 2⇥40GbE link aggregation group to
the ALCF core router, which in turn has a 100GbE connection to
the core router for the data center within which ALCF is located,
which in turn connects at 100GbE to one of the ANL border routers.
Thus, as Petrel tra�c reaches beyond JSLE to ALCF, the data center,
and the border, it shares bandwidth with an increasing range of
other activities.

2.2 Globus Remote Access Services
Remote access to Petrel capabilities is provided via Globus ser-
vices [13]. Globus provides data and identity management capabil-
ities designed for the research community. These capabilities are
delivered via a cloud-hosted software- and platform-as-a-service
model, enabling users to access them through their web browser
and developers to invoke them via powerful APIs. We describe
here Globus capabilities for managing and transferring data and
for authenticating users and authorizing access.

Globus allows data to be remotely managed across its pool of
more than 10,000 accessible storage systems (called “endpoints”).
A storage system is made accessible to Globus, and thus capa-
ble of high performance and reliable data transfer, by installing
Globus Connect software. Globus Connect is o�ered in two versions:
Globus Connect Personal for single-user deployments (e.g., a lap-
top or PC) and Globus Connect Server for multi-user deployments
(e.g., a shared server or DTN). Globus Connect can be deployed
across multiple physical servers to enable parallel (“striped”) data
transfers and enhance reliability by allowing for dynamic failover.
Petrel runs Globus Connect Server software on its eight DTNs.

Globus Transfer capabilities provide high performance and reli-
able third party data transfer. The Globus service manages the entire
transfer process, including coordinating authentication at source
and destination; establishing a high performance data channel using
the GridFTP protocol, with con�guration optimized for transfer;
ensuring data integrity by comparing source/destination check-
sums; and recovering from any errors during the transfer. Globus,
by default, enforces the data access permissions represented by the

Courtesy Bill Allcock / Ben Allen
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New Technologies - Balsam

https://www.alcf.anl.gov/balsam
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Schematic of ATLAS deployment of Balsam on multiple 
resources to execute a workflow with alternating serial and 
parallel stages

Balsam is a workflow 
manager that simplifies 
the task of  running 
large-scale job 
campaigns on ALCF 
resources while 
minimizing user 
involvement and 
improving productivity.  

https://www.alcf.anl.gov/balsam
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New Technologies – Deep Hyper

§ Hyperparameter optimization is of 
paramount importance for deep learning 
for science. This is expected to be a key 
workload on exascale systems

§ Model-based search iteratively refines the 
model in promising input region by 
obtaining new outputs at unevaluated 
input configurations

§ General framework:
§ Initialization phase using Random or 

Latin hypercube sampling
§ Iterative phase wherein a model is fit 

and then sample using this model

Example Surrogate Model Fitted to 
Sampled Performance
(iterative refinement improves the 
learning model)
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Object Storage
§ Promise of...

§ increased concurrency
§ flexible I/O models
§ designed for new storage hardware

Ceph
§ ALCF/JLSE experiment with 

Ceph for underlying storage 
stack for Petrel v3 upgrade

DAOS
§ ALCF/MCS collaboration with Intel on 

various underlying technologies within 
DAOS
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Future Storage
§ Moving toward global file system

§ Capacity storage for extended 
project data life time 

§ Strong support for legacy 
interfaces

§ Out-of-band from system 
acquisitions

§ Dedicated storage with systems
§ Performance focused
§ Adequate capacity for month(s)

Time

GFS1

Axx Ayy
GFS2
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Hardware and software optimized for Simulation, Data, and Learning

COMPUTE

§ FLOPS (>1exaFLOPS)
§ Concurrency
§ Memory performance
§ ML/DL operations

I/O

§ Speed
§ Capacity
§ Flexibility

– Conventional I/O
– Database
– Analytics middleware

Programming Environment

§ Optimizing compilers
§ Latest OpenMP
§ Key Big Data stack components
§ Productivity languages
§ ML/DL frameworks
§ Optimized libraries

– Math
– Statistics
– ML/NN

Aurora
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ALCF Early Science Program (ESP)

Applications Readiness

14

Proposals

PEOPLE
• Funded ALCF postdoc

• Catalyst staff member support

• Vendor experts

TRAINING
• Training on HW and programming

• Community workshop to share lessons 
learned

COMPUTE RESOURCES
• Current ALCF systems

• Early next-gen hardware & simulators

• 3 months dedicated Early Science access

– Pre-production (post-acceptance)

– Large time allocation

– Continued access for rest of year
http://esp.alcf.anl.gov

Support

• Prepare applications for next-gen system:

• Architecture

• Scale

• ~Two year lead time

• Ambitious targeted science calculation

• Parallel performance

• Development needed

• Team
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Extending Moore's Law computing with Quantum Monte Carlo  

PI: Anouar Benali (Argonne)

IMPACT:
– Research aims to advance our knowledge of the HfO2/Si      

interface necessary to extend Si-CMOS technology beyond 
Moore’s law.

Relevance to Aurora Hardware/Software:
– The QMCPACK development project will focus on the management 

of walker associated memory objects on the multi-level 
memory/storage hierarchy, such as HBM, DDR, NVRAM, SSD and 
burst buffer.

Relevance to DOE/ANL/ALCF Mission:
– ANL material science and center for nano-materials
Other Benefits
– Developing the QMCPACK/Quantum Expresso interface.

Materials Science

Software: QMCPACK

ECP

INCITE

S
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Enabling Connectomics at Exascale to Facilitate 
Discoveries in Neuroscience
PI: Nicola Ferrier (ANL); Collaborators: Princeton Univ.

IMPACT:

– Data and computational pipeline for neuroscience that will extract 

mappings of neurons and their connections from extremely large 

electron microscope experiments

Relevance to Aurora Early Science Program - Data and Learning (DL):

– Compute-intensive and data-parallel deep learning models, including 

flood fill networks (RNN) and 3D Unets, together with large and 

complex data and image processing needs will stress the DL 

hardware and software and communication fabric

– Data-intensive workflow could benefit from A21 I/O HW and near-

real-time coupling of experiments is a novel use case.

Relevance to DOE/ANL/ALCF Mission:

– Crucial to understanding real-time coupling of supercomputing 

systems with experiments

Other Benefits:

– Data pipeline will benefit APS experiments

ADSP

Biosciences, Neuroscience

Software: Tomosaic, Tensorflow, 

Horovod, Flood fill networks, 3D Unets

L
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Simulating and Learning in the ATLAS detector at the 
Exascale
PI: James Proudfoot (ANL), Other Institutions: LBNL

IMPACT:

– Meet the computing and analysis requirements of LHC science enabling the 
discovery of new particle physics 

Relevance to Aurora Early Science Program - Data and Learning (DL):

– Diverse end-to-end workflows requirements

– Diverse compute and analysis kernels from relevant ATLAS software stack 
will stress the DL software and hardware characteristics.

– Machine learning for reconstruction would likely leverage graph convolutions 
- A novel use-case. ML needs would stress the system characteristics

Relevance to DOE/ANL/ALCF Mission:

– Prepare Aurora to meet the computing needs of HEP experiments

– Crucial to understanding forthcoming experimental data

Other Benefits:

– Deep ALCF staff expertise with ATLAS and good portability exercise

High Energy Physics, ATLAS

ALCC

Software: AthenaMT, Root, 
workflows, Containers, Tensorflow

D
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Storage Stats
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mira-fs0 Usage
Capacity: 15.10 PiB

Files: 926M

normalized files normalized capacity

§ 90% of the 
capacity of the 
system is 
located in a few 
percentage of 
the files

§ Chart shows 
~93% of 
metadata 
objects, another 
~7% are in 
directories and 
links
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Storage Stats - Tape
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Closing

§ Sheer scale of data being generated by simulation and experiment

§ How to annotate and track this data?

§ What is the facilities role?

§ Archiving of data for long term (years) reference and reproducibility

§ Fast, easily accessed, tools to enable finding and interacting

§ Is storing data on tape forever a viable solution going forward?

§ Longer term - expect science groups are going to be generating massive 
quantities of data. Even if the scientists are able to effectively reduce the 
final footprint, the intermediate footprint at facilities is going to be large.

§ Does the facility/SSIO have a role in research, training and understanding 
what data really must be preserved
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